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A PRACTICAL APPROACH TO VALIDATION
OF CREDIT SCORING MODELS

Abstract. Introduction. The implementation of the Third Basel Accord raises many technical and metho-
dological issues regarding the development and validation of credit risk models and makes these issues
much more important. Bank regulators will pay more and more attention to testing model validation proces-
ses in order to examine the predictive accuracy of banks’ credit scoring models. Lenders therefore need to develop and apply
the approaches for operational monitoring of predictive accuracy and modifying the cutoff value as one of the most important
parameters of credit scoring models. The author poses the receiver operating characteristic (ROC) curve technique that can be
successfully used to validate credit scoring models. The purpose of the research is testing the application of ROC curve tech-
nique for estimating the validity and predictive accuracy of credit scoring models. Results. The main parameters of credit sco-
ring models validation were summarized. The possible criteria for determining the acceptable cutoff value for credit scoring mo-
dels are presented. The approbation of the ROC curve technique is given by comparing two logistic models developed on the
factual statistical data. Conclusions. The ROC curve technique can be applied successfully to estimate validity and compare
credit risk models. The research gives recommendations of how to apply the proposed technique in the validation process. The
area for the further research can be the consideration of the ROC curve technique in terms of the economic benefits and losses
from the true and false classified credit applications.
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H. C. lNlykaweBuny

KaHAMAaT 9KOHOMUYECKNMX HayK, AoUeHT, CaHKT-TeTepbyprckuii rocy AapcTBEeHHbIN NMONMTEXHUYECKU yHuBepeuTeT, PocenA
O MPAKTUYECKOM NoaxoAdE K BANMOALUU KPEOUT-CKOPUHIOBbIX MOOEJIEU

AHHoTauuA. BHegpeHve Basenbckoro cornalleHna Bbi3blBAET MHOMO BaXKHbIX TEXHUHECKMX M METOL0MOMMYECKMX BOMPOCOB,
KacaroLmxca paspaboTKu 1 MPOBEPKN LOCTOBEPHOCTU KPEANT-CKOPUHIOBLIX Moaenen. KpeanTopbl 40/ KHbI BbipabaTbiBaTb
1 NPUMEHATb NOAXOAbl ANA ONepaTUBHOrO MOHUTOPUHIa TOYHOCTM NPOrHO3a U U3MEHEHMA MNOPOroBOro 3Ha4YeHWA Kak O4HO-
ro u3 Krno4eBblx NnapameTpoB. Llenbto nccneposanva AanAeTcA anpobauma ROC-aHanu3a anAa OueHKW JOCTOBEPHOCTU MO-
Oenen KpeauTHOro CKopuHra. ABTOpoM 0606LLeHbl OCHOBHbIE NapaMeTpbl KpeanuT-CKOPUHIOBbIX MOAENEN 1 NpeacTaBeHbl
KpUTEPUM OMpeaEeneHna NPUeMNeMOro NoporoBoro 3HadveHnA. Anpobauna ROC-aHanusa ocyLiecTBrieHa nyTeM cpaBHEHUA
OBYX NOrMCTUYECKUX MOAeNen, pa3paboTaHHbIX Ha OCHOBE CTaTUCTUYECKUX AaHHbIX. ViccnenoBaHue no3BonMno Bbipabo-
TaTb peKoMeHaaumMmn o npuMeHeHun noaxona Ha ocHose ROC-aHanuaa B npouecce Banuaaummn. O6nacTbio AanbHenLWwmx muc-
cnefoBaHUi MOXeT cTaTb NpuMeHeHne ROC-aHanu3a ¢ TO4KM 3peHrA BbIrOAbl UM NMOTEPb OT NPaBUIbHO NMG0 NOXHO Knac-
CcMOULMPOBaHHbBIX KPEAUTHbBIX 3aABOK.

KntoueBble cnoBa: KpeanTHbIA PUCK, KPeAUTHBIA CKOPWHT, NorncTuyeckan perpeccusa, sanngaumna, ROC-kpusan.

M. C. JlykaweBuy

KaHaMaaT eKOHOMIYHUX HayK, AoLeHT, CaHKT-TleTepbyp3bKuin fepXXaBHuiA NOMITeXHIYHMIA yHiBepcnTeT, Pocia

MPO NMPAKTUYHUM MIOXIQ OO BANMIOALI KPEOUT-CKOPUHIOBUX MOLENEN

AHoTauif. YnpoBagkeHHA ba3enbcbKoi yroan BUKINKae 6arato BaXKNMBUX TEXHIYHUX | METOAOMOMYHUX NMUTaHb, AKi CTOCY-
I0TbCA PO3PO6KM Ta MEPEBIPKN [OCTOBIPHOCTI KPEAUT-CKOPUHIOBMX Moaenen. Kpeantopu NoBUHHI BUPOGMATM Ta 3aCTOCOBY-
BaTW NiAXoAM ANA ONepaTMBHOIO MOHITOPUHIY TOYHOCTI MPOrHO3Y i 3MiHWM NOPOroBOro 3HAYEHHA AK OAHOrO i3 KI0YOBUX MNa-
pameTpiB. MeToto pocnigxeHHa € anpobauia ROC-aHanidy anA ouiHkM OOCTOBIPHOCTI MOAENEN KPeaWUTHOTrO CKOPWHTY.
ABTOPOM y3aranbHEeHO OCHOBHI NapameTpu KpeanT-CKOPUHIOBKX MOAENen Ta NpeAcTaBneHo KpUTepii BUSHAYEHHA NPUNHAT-
HOro NoporoBoro 3HayeHHA. Anpobauito ROC-aHanisy npoBeAeHo WAAXOM NOPIBHAHHA ABOX NOMCTUYHUX MOAENen, po3pob-
JIEHVX Ha OCHOBI CTaTUCTUYHUX AaHuX. [ocnioXeHHs A03BONMI0 BMPOOUTU pekoMeHdaLlii Woao 3acToCcyBaHHA niaxody Ha
ocHosi ROC-aHanisy B npoueci Banigauii. Cchepoto noganbLlumx AochnigXeHb Moxe ctatn BukopuctaHHa ROC-aHanisy 3 Tou-
KV 30py BUrOOM Y BTPAT Bif NpaBuiibHO abo MOMUIKOBO KNacuikoBaHUX KPeaUTHUX 3aABOK.

Knioyosi cnosa: KpeauTHUA pUsnK, KpeaMTHUI CKOPUHT, NoricTuyHa perpecia, Banigauia, ROC-aHanis.

Introduction. In modern conditions, the problem of credit
risk management is becoming increasingly important. The
requirements for the reliability of the banking system, imposed
by the various regulatory bodies, credit terms and the number
of credit operations, success of which directly depend on the
economic situation of the borrowers, are constantly growing. In
accordance with the Basel Capital Accord, known as Basel I,
it is recommended for the estimation of credit quality to use an
approach based on the internal banking ratings and according
to which it is required to develop the mathematical models to
estimate the probability of default. The analyst can use the
abbreviated, structural and credit scoring models that have the
greatest practical interest and allow estimating the borrowers’
credit rating. The implementation of Basel Ill raises many tech-
nical questions regarding the development and validation of
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credit risk models. It also makes the validation of credit risk
models much more important. Bank regulators will pay more
and more attention to model validation processes in order to
examine the accuracy of banks’ credit scoring models.

The purpose of the research is testing the application of
ROC for estimating the validity and predictive accuracy of cred-
it scoring models. As the information base for research the
impersonal sample of the individual borrowers was captured.
Based on the sample, using logistic regression as the tradition-
al statistical tool to estimate the probability of default, a credit
scoring model was designed for testing ROC curve technique.

Brief Review of Literature. There are so many papers
used intelligent and statistical techniques in credit scoring since
the 1930s. D. J. Hand and W. E. Henley (Hand & Henley, 1997)
reviewed several statistical classification models in consumer
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credit scoring. H. A. Abdou and J. Pointon (Abdou & Pointon,
2011) reviewed articles based on credit scoring applications in
various areas especially in finance and banking based on sta-
tistical techniques. Their study also include some of data mining
techniques, and comparison of different techniques accuracy
for different datasets, they conclude that there is no overall best
statistical technique in building scoring models. L. C. Thomas
(Thomas, 2000) describes a variety of approaches to develop-
ment of credit scoring models, among which the statistical and
neural network methods are traditionally used in practice and
implemented in most modern banking software products. All
recommendations of how to choose an approach are detailed in
the articles [1; 2; 3]. The practical credit scoring models, devel-
oped on the basis of the statistical, neural networks or fuzzy
sets methods, and the comprehensive interpretation of the
peculiarities of their application for the purpose of credit risk
analysis are presented by Y. Yingxu (Yingxu, 2007), B. W. Yap,
S. H. Ong and N. H. M. Husain (Yap, Ong & Husain, 2011),
C.-F Tsai and J.-W. Wu (Tsai & Wu, 2008). There are so many
validation and test methods such as accuracy rate, type | and Il
errors, areas under ROC curve that are mostly used in the
research. D. J. Hand and R. J. Till (Hand & Till, 2001) examined
the important problem of variables selection in the scorecard
using logistic regression. The authors presented approach to
variables selection depending on the calculated values of the
area under the ROC curve. A. Ben-David and E. Frank (Ben-
David & Frank, 2009) dealt with the problem of comparing the
expert and statistical credit scoring models in terms of classifi-
cation accuracy and validity. T. Seidenfeld (Seidenfeld, 1985)
touched the problem of scoring rules calibration for the first
time.

Results. Regardless of the used approach, an important
prerequisite for the effective implementation of credit scoring
models is the reasonable choice of their parameters, required
for decision making on crediting, as well as the estimation of the
predictive accuracy of the models, that defines the classification
accuracy of the borrowers. To resolve this problem it is possible
to use ROC curve analysis [10]. In signal detection theory, a
receiver operating characteristic (ROC), or simply ROC curve,
is a graphical plot which illustrates the performance of a binary
classifier system as its discrimination threshold is varied. ROC
curve analysis is widely used in various fields such as the the-
ory of signal detection, the diagnostic tests in medicine [11], a
comparison of models and algorithms in the theory of manage-
ment decisions [12; 13]. The ROC curve allows constructing the
dependence of the number of correctly classified positive exam-
ples on the number of incorrectly classified negative examples
[14].

TPRz%,
FPRzTNF%,
TNRz%,
FNR:%,

where TP (true positives) — the true classified positive out-
comes (true positive outcomes); TN (true negatives) — the true
classified negative outcomes (true negative outcomes); FN
(false negatives) — the positive outcomes classified as the
negative one (false negative outcomes); FP (false positives) —
the negative outcomes classified as the positive one (false po-
sitive outcomes).

Parameter TPR determines the sensitivity of the model. The
model, possessing the high sensitivity, provides the greater
probability of the correct recognition for the positive outcomes.
Parameter TNR determines the specificity of the model. The
model with high specificity provides a greater probability of the
correct recognition for the negative outcomes. Briefly summa-
rized, the model with a high specificity corresponds to a con-

5-6’2014

MONEY, FINANCES AND CREDIT

servative credit policy (a high level of rejected credit applica-
tions) and the model with a high sensitivity — a risky credit poli-
cy (a high level of approved credit applications). In the first case,
the losses from credit risk are minimized, and in the second one
the loss of economic benefit is minimized. The last important
parameter of credit scoring models is the threshold (limit) value
C (cutoff point). This value is essential in order to apply the
model in practice and classify the new outcomes. Choosing the
threshold value, the analyst can control the probability of the
correct recognition of the positive and negative outcomes.
When reducing the threshold value, the probability of the erro-
neous recognition of the positive outcomes (false positive out-
comes) increases and conversely, when maximizing, the prob-
ability of the incorrect recognition of the negative outcomes
increases (false negative outcomes).

The ROC curve represents a set of coordinates, specified
by TPR and (1 TNR) at different values of C. For the perfect
classifier the graph for the ROC curve passes through the
upper left corner, where the share of the false positive out-
comes is equal to zero. Therefore, the closer the curve to the
upper left corner, the higher the predictive capability of the
model. The diagonal line (the socalled line of nodiscrimination
or random guess) corresponds to the «bad» classifier.
Parameter AUC is calculated as the area under the ROC curve
using, for example, trapezoid rule [7] and takes values in the
interval [0; 1]. The high value for AUC is evidence of the high
quality of the model in terms of its predictive capability.

The key problem in the ROC curve analysis is to determine
the acceptable threshold value on the basis of the formalized
ROC curve. The possible criteria for determining the acceptable
threshold value among % possible values are presented below:

1. Ensuring the minimum allowable value of
the model sensitivity TPRmy, (criterion K;):

TPRk = TPRmin.
2. Ensuring the minimum allowable value of
the model specificity TNRmi» (criterion K3):

TNRy = TNRpmin.
3. Ensuring the maximum value of
total sensitivity and specificity of the model (criterion K3):

max {(TNRx + TPRy)}.
4. Ensuring a balance between sensitivity and
specificity of the model (criterion Ky):

min {|TPR« = TNR|}.
5. Ensuring the maximum value of
Youden'’s index (criterion Ks) [15]:

max {(TPR+TNR~1)}.
6. Ensuring the maximum value of
reliability index (criterion Ks)

N, +TP, )}

TNk+TPk+FNk+FPk

7. Ensuring the minimum sum of

max {(

losses from classification errors (criterion K>):
min {(Srp*FP« + Sene FNW)},

where Sg» — cost of the false positive outcome;
Sev — cost of the false negative outcomes.

The greatest practical interest provides the last criterion. On
the one hand, it allows linking classification errors with eco-
nomic indicators, but, on the other hand, the determination of
the false outcomes cost is a difficult problem, requiring special
research, that significantly limits the application of this criterion
in practice. The analyst can roughly calculate the cost of classi-
fication errors for each false outcome on the basis of data on
overdue debt and credit conditions.

Two credit scoring models based on logistic regression were
defined during the statistical processing. Due to correlation
between predictors, the parameters of the model may be inac-
curate, resulting in a significant number of the false outcomes.
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The matrix of pair correlation coefficients is formed and pre-
sented in Table 1. The conclusion about partial multicollinearity
can be made. In this case, it is formally possible to obtain esti-
mates of the model parameters and their exact values, but they
will not be stable and will affect the predictive accuracy of the
models. Considering that the research objective is testing the
application of the ROC curve analysis in banking practice rather
than getting the adequate practical credit scoring models, para-
meters of the models were found.

of service, Q; - type of employer, Q, — credit history, Q. — sa-
vings Q, - the ratio of income to expenses, Q,— income varia-
tion, Q,,— security for credit.

On the basis of the formalized logistic regression models
the main parameters and criteria (K,-K,) were calculated to
conduct the ROC curve analysis. The results of calculations
only for the first model Z, are presented in Table. 2. The cal-
culated parameters allowed making the ROC curves for both
models, presented in Figure 1, and define the rational thresh-

old value C.

Tab. 1: The matrix of pair correlation coefficients Despite the various parameters and

(significant coefficients highlighted) methods of Iog!st!c regression construc-

tion, the predictive accuracy of both

Qi Q; Qz Qs Q4 Qs Qs Q Qs Qo Q1o models is the same because of the sim-
Q: 1,000 0,146 | 0,314 | -0,085 | -0,189 | 0,017 | -0,050 | 0,182 0,071 | -0,053 ilar values of AUC, obtained by sum-
Q2 0,146 1,000 -0,231 0,204 -0,143 0,230 -0,154 0,026 0,021 0,083 mmg the figureS in the Corresponding
Qs 0,314 | -0,231 | 1,000 | -0,280 | 0,147 | -0,117 | -0,189 [ 0,199 | -0,015 | -0,080 row in Table 2. This fact can be
Q4 -0,085 | 0,204 |[-0,280 | 1,000 |-0,259 | 0,092 | 0,136 | -0,115 | -0,150 | 0,054 explained by the sufficient correlation
Q|oes [oes iy [soass | oo oo 0001 | 5165 0021 0051 botween facor. T cures e dose

6 ’ ’ -Yr ’ ’ ' “Yr ’ ’ “Y, H H
Q; -0,050 | -0,154 | -0,189 | 0,136 | -0,001 | -0,111 | 1,000 | 0,081 | -0,073 [ -0,230 :gatthgor?fli?r%c;ntﬂehgitcgf :ﬁgdgg:re%u%is_
Qs 0,182 | 0,026 | 0,199 | -0,115 [ 0,163 | 0,025 | 0,081 | 1,000 | 0,253 | -0,179 d bet both models and lfd
Qs 0,071 | 0,021 | -0,015 | -0,150 | -0,021 | 0,007 | -0,073 | 0,253 | 1,000 | -0,283 Iencgf_ etween both moaels and «bad»
classifier.
-0,052 | 0,082 | -0,080 | 0,053 | -0,084 | -0,075 | -0,230 | -0,179 | -0,283 | 1,000 )
Qio ! The rational threshold value was

Source: Author's development

To build the first model
Z:;=-0,17Q;-0,04Q,+1,9Q3+0,5Q,+0,3Qs+
+0,58Qs+1,7Q,+4,8Q5+0,9Q9+0,21Q10-7,2

based on logistic regression the method of step-by-step
inclusion with Wald test is used.
For the second model

Zz= 1,79 Q3 + 1,53 Q7+ 4,9 Q,g - 6,89

the same settings for logistic regression are used, but with
the forced inclusion of all factors.

The models include the following factors: Z - default («yes»
or «no»), Q, - gender, Q,- age, Q,— marital status, Q,- record

found using criteria K, K; and K, and
equal to 0.60 for all criteria (see the
underlined figures in Table 2).

The balance between sensitivity and specificity for the
model Z, is achieved at the threshold value 0.35, as shown in
Figure 2.

Conclusions. Summing up, we can say that the ROC
curve analysis can be applied to solve the following tasks in
credit risk management: 1) estimation and comparison of the
predictive accuracy, sensitivity and specificity of credit scoring
models; 2) determination of the rational threshold value for
credit scoring models; 3) parameters of credit scoring models
assessed by the ROC curve analysis may be used as the indi-
cators showing the need for adjusting the model (classifier).
The lower sensitivity of the model, increase in the number of
the false positive outcomes are some examples of such indi-
cators.

Tab. 2: The ROC curve analysis results
g The threshold value, C
N
?| E
= g 0 |0,05]|0,10]0,15|0,20|0,25|0,30|0,35| 0,40 | 0,45 | 0,50 | 0,55 | 0,60 | 0,65 | 0,70 | 0,75 | 0,80 | 0,85 [ 0,90 | 0,95 | 1
o
TP 35 35 35 35 35 32 31 28 25 24 23 22 22 18 15 14 12 9 8 5 0
™ 0 0 2 5 9 11 17 19 23 24 28 29 30 30 30 31 33 34 35 35 35
FN 0 0 0 0 0 2 4 7 9 11 12 13 13 17 20 22 23 26 27 30 35
FP 35 35 33 30 26 25 18 16 13 8 7 6 5 5 5 3 2 1 0 0 0
TPR | 1,00 | 1,00 | 0,95 | 0,88 | 0,80 | 0,74 | 0,65 | 0,60 | 0,52 | 0,50 | 0,45 | 0,43 | 0,42 (0,38 |[0,33 0,31 [0,27 | 0,21 | 0,19 | 0,13 | 0,00
FPR | 1,00 | 1,00 | 094 |086 |0,74 | 069 | 0,51 | 0,46 | 0,36 | 0,25 | 0,20 | 0,17 | 0,14 | 0,14 | 0,14 | 0,09 | 0,06 | 0,03 | 0,00 | 0,00 | 0,00
TNR | 0,00 | 0,00 | 0,06 | 0,14 | 0,26 | 0,31 | 0,49 | 0,54 | 0,64 |[0,75 | 0,80 0,83 | 0,86 0,86 | 0,86 |[0,91 0,94 |0,97 | 1,00 | 1,00 | 1,00
z, | FNR | 0,00 | 0,00 | 0,00 |0,00 |0,00 006 |0311 |0,20 |0,26 | 0,31 |0,34 |0,37 [0,37 | 0,49 | 0,57 | 0,61 |0,66 |0,74 | 0,77 | 0,86 | 1,00
K; 1,00 | 1,00 | 0,95 (0,88 (0,80 | 0,74 | 0,65 | 0,60 | 0,52 [ 0,50 | 0,45 | 0,43 |0,42 0,38 | 0,33 | 0,31 |0,27 0,21 | 0,19 | 0,13 | 0,00
K, 0,00 | 0,00 |0,06 |0,14 |0,26 |0,31 [0,49 | 0,54 |0,64 |0,75 |0,80 | 0,83 | 0,86 | 0,86 | 0,86 0,91 |0,94 |0,97 | 1,00 | 1,00 | 1,00
K3 1,00 | 1,00 | 1,00 |1,02 1,05 1,05 |1,13 |1,14 | 1,16 | 1,25 | 1,25 | 1,26 | 1,28 | 1,23 | 1,19 | 1,22 | 1,21 | 1,18 | 1,19 | 1,13 | 1,00
Ky 1,00 | 1,00 (0,89 0,73 [0,54 0,44 |0,16 |0,05 0,12 | 0,25 | 0,35 | 0,40 | 0,43 | 0,48 | 0,52 | 0,60 | 0,68 | 0,76 | 0,81 | 0,88 | 1,00
Ks 0,00 | 0,00 | 0,00 | 0,02 | 0,05 |0,05 |0,13 | 0,14 | 0,16 | 0,25 | 0,25 | 0,26 | 0,28 | 0,23 [ 0,19 [ 0,22 | 0,21 | 0,18 | 0,19 | 0,13 | 0,00
Ks 0,50 | 0,50 | 0,53 |057 |063 |061|069 |067 |069 |0,72|0,73 |0,73 | 0,24 |0,69 [0,64 0,64 0,64 |0,61 |061 |0,57 |0,50
AUC | 0,00 | 0,06 | 0,08 |0,09 | 0,04 |0,12 |0,03 |0,05 |005 |0,02 |0,01 |0,01 |[0,00 [0,00 [0,01 [0,00 |0,00 |0,00 |0,00 |0,00 |0,00
Source: Author's development
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060 @ Cz1=0,60
Cz2=0,60
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0,20
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0,00 = T T T T
0,00 0,10 020 0,30 0,40 050 0,60 0,70 0,80 0,90 1,00

Fig. I1: The constructed ROC curves for both models
Source: Author's development

Thus, the research shows the possibility of application of
the ROC curve analysis in solving practical problems of credit
risk and predictive capability estimation. The area for the further
research can be, first of all, consideration of the ROC curve
analysis in terms of the economic indicators, for example, the
economic benefits and losses from the true and false classified
credit applications. This fact takes into account the results of the
bank financial activity. Secondly, it is very important to discuss
the influence of the adjustable model parameters on AUC that
will provide sufficient ground for recommendations how to con-
figure classifiers with the best predictive capability. Finally, the
priority task for the future research is to develop approach of the
ROC curve analysis application for the situation of more than
two classes of the borrowers.

1,00 ¢

090 © 1pR
0g0  TNR

0,70
C=0,35

[TPR - TNR| =0,05
0,50 ——TPR
-=-TNR

0,60 -

0,40
0,30
0,20

0,10 | c

0,00 e N
0,0 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80 0,90 1,00

Fig. 2: The balance between sensitivity and specificity
for the model Z,
Source: Author's development
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